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Abstract 

 

 Introduction:  

Pre-diabetes is a significant metabolic disease that can have harmful effects on the body as a whole, with millions of 

cases in Africa. Early identification and treatment of pre-diabetes is necessary to decrease the risk of diabetes, as well as 

maintaining a healthy lifestyle. Machine learning, on the other hand, is a computational method for automated learning 

from data for accurate predictions. Deploying machine learning models for the prediction of health outcomes in clinical 

medicine (including oncology, cardiovascular diseases, and diabetes), is now gaining wave around the globe, however, there 

is no such model available for the prediction of pre-diabetes among Africans. Hence, there is a need for an Afrocentric model 

that identifies the risk of developing pre-diabetes among Africans.  

 

 Objective:  

The aim of this study is to build such model that would help in predicting the outcome of Pre-Diabetes among adult 

Nigerians and Ghanaians for proper diagnosis and disease preventive measures. 

 

 Methods:  

The data analysed in this research included 2463 participants from Nigeria and Ghana. Further Pre-processing of the 

data, which involved excluding those participants that are already diabetic” left this research with 2,016 research 

participants. The outcome variable is a recode of the Laboratory Fasting Blood Glucose variable where the participants 

with < 99mg/dl are normal, participants with Laboratory Fasting Blood Glucose between 100mg/dl and 125mg/dl are pre-

diabetic, and participants with Laboratory Fasting Blood Glucose > 125mg/dl are diabetic. This study assessed five different 

supervised machine learning predictive models, including Support vector machine (SVM), k-NN, Naïve Bayes, Random 

Forest, Decision Tree Classifier and Logistic Regression to predict diagnostic outcomes for pre-diabetes. The performance 

of all the five distinct models were assessed using precision, recall, area under curve (AUC) and F1 score. 

 

 Results:  

The result of this study also showed that 10% of the study participants considered are prediabetic. Family history (OR 

= 41.50), Hypertension Status (OR = 1.53), Tobacco Use (OR = 1.05), Alcohol Use (OR = 1.01), BMI (OR = 1.04), and Obesity 

(OR = 1.28) are factors that increase prediabetes outcome. The results of our feature selection methods showed that Domicile, 

Alcohol Use, Family History, Tobacco Use, Dyslipidemia, Body Mass Index (BMI), Age, Obesity, Blood Pressure, 

Hypertension Status, Country, Gender contributed more to the prediction of prediabetes outcome. The areas under curve 

and accuracy results for all models showed that Random Forest (0.90, 0.85), SVM (0.92, 0.86) and the logistic regression 

model (0.92, 0.86) performed best on classification accuracy. 

 

 Conclusion:  

The study concluded that the Support Vector Machine (SVM) is the most efficient model in predicting prediabetes 

outcome. Hence, SVM can be integrated into medical devices and software applications to determine prediabetic outcome 

among Adults in Nigeria and Ghana. This study will also aid future researchers in selecting the most suitable predictive 

models for the implementation of community lifestyle programs aimed at reducing the prevalence of prediabetes. 
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I. INTRODUCTION 

 

The attention of the global world is now increasingly 

drawn to the utilization of prognostic and diagnostic 

prediction models in several domains of Healthcare outcome 

research and clinical medicines including cancers, 

cardiovascular diseases, hypertension, prediabetes, and 

diabetes (Lynam et al., 2020). These models are experiencing 

a growing utilization as web-based calculators and medical 

applications for smartphones, with a significant number of 

them being integrated into clinical recommendations 

(Wessler et al., 2016). The availability of these models in 

such easily accessible devices have increased the efficiency 

of disease surveillance, disease prediction, targeted clinical 

interventions, and evidence-based research. More so, with the 

advancement in knowledge, the global science community 

has continually developed different approaches and 

methodologies to the development and deployment of these 

models. Historically, traditional statistical models like 

logistic regression have been often utilized. However, there 

has been a growing inclination towards the utilization of more 

robust machine learning techniques to enhance prognostic 

and diagnostic precision in the field of clinical research 

(Borson et al., 2020) With many evidence of its use, Machine 

learning has brought about unprecedented advancement in 

prognostic and diagnostic predictions.(Kavakiotis et al., 

2017; Ogallo et al., 2020) 

 

Additionally, James He, (2014) described Machine 

learning (ML) as a discipline within the realm of data science 

that focuses on the advancement of algorithms and 

methodologies enabling computers (referred to as machines) 

to dynamically adjust, acquire knowledge, and exhibit 

intelligence by leveraging on real world data. Learning in this 

case refers to the process by which a system acquires the 

ability to recognize and comprehend the input data, enabling 

it to generate decisions and predictions based on this acquired 

knowledge. These algorithms are built is such a way that 

enables them to effectively handle large volumes of data, 

including medical imaging, biobank information, real-time 

medical readings, and electronic health care records. The 

process of learning and relearning from the data is called 

training, the optimization of this process produces a model 

that explains the underlying factors and nuances in the data 

with a high level of accuracy.  

 

Prediabetes is a medical disease which is characterized 

by elevated blood glucose levels that exceed the normal 

range, however, do not meet the diagnostic criteria for 

diabetes mellitus. According to Martins et al. (2017), 

Prediabetes is a transitional phase that occurs between normal 

glucose tolerance (NGT) and the development of overt type 2 

diabetes mellitus. It is characterized by elevated blood 

glucose levels that beyond the normal range but do not meet 

the diagnostic criteria for diabetes mellitus.  Therefore, it 

encompasses two distinct cohorts: those with impaired 

glucose tolerance (IGT) and individuals with impaired fasting 

glucose (IFG). As per the guidelines provided by the 

American Diabetes Association, the condition known as 

prediabetes is identified through specific diagnostic criteria. 

These criteria include a fasting blood glucose level ranging 

from 100 to 125 mg/dl (5.6 to 6.9 mmol/L), referred to as 

impaired fasting glucose (IFG). Additionally, a blood glucose 

level ranging from 140 to 199 mg/dl (7.8 to 11.0 mmol/L) two 

hours following an oral glucose tolerance test (OGTT), 

known as impaired glucose tolerance (IGT), or a HbA1c level 

ranging from 5.7% to 6.4% can also indicate the presence of 

prediabetes. Prediabetes is predominantly characterized by 

the absence of noticeable symptoms, making its identification 

primarily reliant on normal screening procedures conducted 

in seemingly healthy persons. There are three screening 

procedures employed for the detection of prediabetes, 

including the assessment of fasting blood glucose (FBG) 

levels, the administration of a two-hour oral glucose tolerance 

test (OGTT), and the measurement of HbA1c levels. The oral 

glucose tolerance test (OGTT) is widely recognized as a 

reliable measure for assessing the risk of developing diabetes 

and is considered the most accurate method for identifying 

individuals with prediabetes (Martins et al., 2017). The 

objective of this research is to construct a machine learning 

framework that can accurately forecast the occurrence of 

prediabetes in the adult population residing in West Africa. 

 

II. METHODOLOGY 

 

The data used for this research included 2463 

participants from Nigeria and Ghana. Further Preprocessing 

of the data, which involved excluding those participants that 

are already diabetic” left this research with 2,016 research 

participants. Furthermore, the explanatory variables 

considered for this research are selected because of findings 

from past literatures. The predictors that were considered, as 

justified to be risk factors for diabetes from previous 

literatures, are Blood Pressure, Body Mass Index, Family 

History of diabetes, Age, Gender, Tobacco use, 

Dyslipidaemia status, Hypertension status, Obesity status, 

Alcohol use, Domicile, Sleep Quality, Income. The outcome 

variable is a recode of the Laboratory Fasting Blood Glucose 

variable where the participants with < 99mg/dl are considered 

to be normal, while the participants with Laboratory Fasting 

Blood Glucose between 100mg/dl and 125mg/dl are 

considered to be pre-diabetic, and the participants with 

Laboratory Fasting Blood Glucose > 125mg/dl are 

considered to be diabetic. 

 

 The Python Programming Language (Spyder Version 5) 

was used to analyze the data. Firstly,it was used for 

descriptive analysis (to summarize the study participants' 

background characteristics). It was also used for the 

Machine Learning Algorithms listed below:  

 

 Logistic Regression 

 K Nearest Neighbor 

 Decision Tree 

 Random Forest 

 Bayesian Model 

 Support Vector Machine 
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Fig 1 Implementation Structure of the Models 

 

 The implementation of the machine learning models was 

done in 7 steps: 

 

 Import Relevant Libraries 

 Read in Data, Perform Exploratory Data Analysis (EDA). 

 Feature Selection 

 Create Feature (X) And Target (Y) Dataset 

 Split Data into 70:30 Ratio, Where 70 (Training Set), 

While 30 (Validation Test). 

 Train The Model. 

 Compute The Performance Metrics. 

 

The performance metrics to be used in the evaluating the 

validity of the predictive model are: Accuracy Score, 

Precision Score, Recall Score, Area under ROC with 95% 

confidence interval, Sensitivity, Specificity. 

 

III. RESULT 

 

The demographic characteristics of the 2,016 

participants in this research shows that the average age of 

participants was found to be about 58  (±0.54 𝑦𝑒𝑎𝑟𝑠), the 

variation in Age was found to be about 14 years. The oldest 

participant is 100 years old, while the youngest participant is 

20 years. The age distribution shows that the participants in 

this research are adults. The average Body Mass Index (BMI) 

of the 2,016 participants is about 27 (±0.23 𝑘𝑔/𝑚2). The 

variability in BMI is found to be around 5.8. The highest 

observed BMI is about 62, while the lowest observed BMI is 

abourt12. The average blood pressure of participants is about 

83 mm/hg, the highest blood pressure observed is about 159 

mm/hg while the lowest blood pressure observed is about 40 

mm/hg. 

 

Also, the proportion of Male (52%) is more than their 

female (48%) counterparts. It was also found that the 

proportion of participants living in Urban areas (623%) is 

more than those living in Rural (13%) and Semi Urban (24%). 

It was also found that most of the respondents have Poor sleep 

quality (96%), with a little proportion (4%) having good 

quality sleep. Most of the respondents are non-obese (97%), 

with a little percentage (3%) being obese. 

 

It was further found that the number of participants in 

this research that are hypertensive (1520, 60%) is more than 

the participants that are non-hypertensive (943, 40%). 67% of 

the participants have dyslipidemia, while 33% does not have. 

13% of the participants has Family History of Diabetes, while 

87% do not have Family History of diabetes. Also, it was 

found that 79% of the participants currently use Alcohol, and 

92% currently use tobacco. It was also found that 10% of the 

participants are Prediabetic. 

 

IV. FEATURE SELECTION 

 

The lasso CV and Random Forest algorithm was used to 

reduce the dimensionality of the dataset, to eliminate non-

relevant variables. The most important variables that were 

used for the training of the algorithms are Domicile, Alcohol 

Use, Family History, Tobacco Use, Dyslipidemia, Body 

Mass Index (BMI), Age, Obesity, Blood Pressure, 

Hypertension Status, Country, and Gender
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Fig 2 Feature Selection Chart 

 

 Performance of variables 

The Odds Ratio table shows that Family history (OR = 

41.50), Hypertension Status (OR = 1.53), Tobacco Use (OR 

= 1.05), Alcohol Use (OR = 1.01), and Obesity (OR = 1.28) 

are factors that increase prediabetes outcome. It also shows 

that the Family history (OR = 41.50, CI = 28.69 - 60.03), 

country of residence (OR = 0.43, CI = 0.29 - 0.64) and BMI 

(OR = 1.04, CI = 1.01 - 1.07) are significantly associated with 

the outcome of prediabetes. 

 

Table 1 Performance of Variables 

Prediabetes status odds ratio Std. Err. p-value [95% conf. Interval] 

Age 0.99 0.01 0.37 0.98 - 1.01 

Domicile 0.93 0.12 0.58 0.72 - 1.20 

Gender 0.86 0.16 0.42 0.59 - 1.25 

BMI 1.04 0.02 0.03 1.01 - 1.07 

Blood pressure 1.00 0.01 0.87 0.99 - 1.02 

Obesity 1.28 0.53 0.55 0.57 - 2.90 

Hypertension status 1.53 0.36 0.07 0.97 - 2.41 

Dyslipidemia 0.98 0.19 0.93 0.68 - 1.43 

Family history 41.50 7.82 0.00 28.69 - 60.03 

Tobacco use 1.05 0.18 0.77 0.75 - 1.48 

Alcohol use 1.01 0.21 0.98 0.67 - 1.52 

Country 0.43 0.09 0.00 0.29 - 0.64 

 

 Model selection 

The reduced dataset was trained using five different 

Machine Learning Algorithms. Which are 

 

 Logistic Regression 

 K Nearest Neighbor 

 Decision Tree 

 Random Forest 

 Bayesian Model 

 Support Vector Machine  

 

 Evaluation of the Trained Models 

To evaluate the trained models the study considered the 

Area under the Receiver Operating curve for each model and 

their corresponding confusion matrix. This was deployed to 

measure the models’ accuracy in predicting pre-diabetes 

outcome among adults in Nigeria and Ghana.  

 

 Receivers operating Curve of the Logistics Regression 

Model 

The logistic Regression model has an Area under 

Curve (AUC) of its Receiver Operating Curve to be 86%. 

 

 
Fig 3 Logistics Regression ROC Curve 

 

 The Confusion Matrix for The Logistic Regression 

Model 

The confusion matrix as shown in fig 4 below shows 

that the logistics regression model has an accuracy of 92% in 

the prediction of prediabetes outcome. 
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Table 2 Confusion Matrix for Logistics Regression 

  Actual 

  Positive Negative 

 

Predicted 

Positive 415 21 

Negative 25 43 

 

 Receivers operating Curve of the KNN Model 

The K Nearest Neighbors model has an Area under 

Curve (AUC) of its Receiver Operating Curve to be 86%. 

 

 
Fig 4 KNN ROC Curve 

 

 The Confusion Matrix for The KNN Model 

The confusion matrix as shown in figure 6 below shows 

that the KNN model has an accuracy of 90% in the prediction 

of prediabetes outcome. 

 

Table 3 Confusion Matrix for KNN 

  Actual 

  Positive Negative 

 

Predicted 

Positive 415 21 

Negative 27 41 

 

 Receivers Operating Curve of the Decision Tree Model 

The Decision Tree model has an Area under Curve 

(AUC) of its Receiver Operating Curve to be 67%. 

 

 
Fig 5 Decision Tree ROC Curve 

 

 The Confusion Matrix for the Decision Tree Model 

The confusion matrix as shown in figure 8 below shows 

that the Decision tree model has an accuracy of 86% in the 

prediction of prediabetes outcome. 

Table 4 Decision Tree Confusion Matrix 

  Actual 

  Positive Negative 

 

Predicted  

Positive 388 48 

Negative 37 31 

 

 Receivers Operating Curve of the Random Forest Model  

 

The Random Forest model has an Area under Curve 

(AUC) of its Receiver Operating Curve to be 85%. 

 

 
Fig 6 Random Forest ROC Curve 

 

 The confusion Matrix for the Random Forest Model 

The confusion matrix as shown in figure 10 below 

shows that the Random Forest model has an accuracy of 90% 

in the prediction of prediabetes outcome. 

 

Table 5 Random Forest Confusion Matrix 

  Actual 

  Positive Negative 

 

Predicted 

Positive 420 16 

Negative 32 36 

 

 Receivers Operating Curve of the Gaussian Naïve Bayes 

Model 

The Gaussian Naïve Bayes model has an Area under 

Curve (AUC) of its Receiver Operating Curve to be 83%. 

  

 
Fig 7 Gaussian Naïve Bayes ROC Curve 
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 The Confusion Matrix for the Gaussian Naïve Bayes 

Model 

The confusion matrix as shown in figure 12 below 

shows that the Gaussian Naïve Bayes model has an accuracy 

of 90% in the prediction of prediabetes outcome. 

 

Table 6 Gaussian Naïve Bayes Confusion Matrix 

  Actual 

  Positive Negative 

 

Predicted 

Positive 415 21 

Negative 30 38 

 

 Receivers operating Curve of the Bernoulli Bayes Model 

The Bernoulli Naïve Bayes model has an Area under 

Curve (AUC) of its Receiver Operating Curve to be 84%. 

 

 
Fig 8 Bernoulli Bayes ROC Curve 

 

 The confusion Matrix for the Bernoulli Naïve Bayes 

Model 

The confusion matrix as shown in figure 14 below 

shows that the Bernoulli Naïve Bayes model has an accuracy 

of 90% in the prediction of prediabetes outcome. 

 

Table 7 Bernoulli Bayes Confusion Matrix 

  Actual 

  Positive Negative 

 

Predicted 

Positive 415 21 

Negative 30 38 

 

 Receivers Operating Curve of the Linear Support Vector 

Machine Model 

The Linear Support Vector Machine model has an 

Area under Curve (AUC) of its Receiver Operating Curve to 

be 83%. 

  
Fig 9 Linear SVC ROC Curve 

 

 The Confusion Matrix for The Linear Svc Model 

The confusion matrix as shown in figure 16 below 

shows that the Linear SVC model has an accuracy of 92% in 

the prediction of prediabetes outcome. 

 

Table 8 Linear Svc Confusion Matrix 

  Actual 

  Positive Negative 

 

Predicted 

Positive 416 20 

Negative 24 44 

 

 Receivers Operating Curve of The Support Vector 

Machine Model 

The Gaussian Support Vector Machine model has an 

Area under Curve (AUC) of its Receiver Operating Curve to 

be 86%. 

 

 
Fig 10 SVC (RBF) ROC Curve 

 

 The Confusion Matrix for The Svm Model 

The confusion matrix as shown in figure 18 below 

shows that the SVM model has an accuracy of 92% in the 

prediction of prediabetes outcome. 

 

Table 9 SVC (RBF) Confusion Matrix 

  Actual 

  Positive Negative 

 

Predicted 

Positive 416 20 

Negative 24 44 

 

 Performance Criterion After Hyper Parameter Tuning 

Table 2 shows the performance of all the models, after 

tuning their various Hyper-Parameters, where they are 

evaluated upon parameters like precision, recall, area under 

curve (AUC) and F1score. From table 2, we found that the 

accuracy of Logistic Regression, KNN, Decision Tree, 

Random Forest, Gaussian Naïve Bayes, Bernoulli Naïve 

Bayes, Linear SVC, and SVC are 0.92, 0.90, 0.67, 0.90, 0.90, 

0.90, 0.92, and 0.92 respectively. It was also found that the 

Area under the ROC curve for the models under consideration 

(Logistic Regression, KNN, Decision Tree, Random Forest, 

Gaussian Naïve Bayes, Bernoulli Naïve Bayes, Linear SVC, 

and SVC) are 0.86, 0.86, 0.86, 0.85, 0.83, 0.84, 0.83, and 0.86 

respectively.  The sensitivity/precision of the models are 0.67, 

0.66, 0.42, 0.69, 0.56, 0.68, 0.67, and 0.68 respectively. The 

log-loss estimate for the models are 3.22, 3.15, 5.14, 3.22, 

3.50, 3.56, 2.88, and 2.88 respectively. Therefore, most 

efficient models for classification of the pre-diabetic cases are 

the Logistic Regression model, Random Forest Model and the 

Gaussian SVC model. 
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Table 10 Performance criterion Table after hyper parameter tuning 

Model accuracy precision Recall f1score rocauc logloss 

Logistic Regression 0.92 0.67 0.63 0.66 0.86 3.22 

KNN 0.90 0.66 0.53 0.58 0.86 3.15 

Decision Tree 0.86 0.42 0.46 0.44 0.67 5.14 

Random Forest 0.90 0.66 0.50 0.56 0.85 3.22 

Gaussian NB 0.90 0.56 0.69 0.61 0.83 3.50 

Bernoulli NB 0.90 0.69 0.60 0.63 0.84 3.56 

Linear SVC 0.92 0.67 0.67 0.67 0.83 2.88 

SVC (RBF) 0.92 0.66 0.62 0.64 0.86 2.88 

 

 Predictive Performance of the Most Efficient Models: 

The parameters of the most efficient model are now 

tuned to get the best estimates and prediction accuracy for 

each model. 

 

 The Performance of Logistic Regression Model   

With an accuracy of 92%, the performance criteria show 

that the models will predict a prediabetic patient positive 

around 67% of the time. Also, it shows that the model will at 

a probability of 95% predict a non-prediabetic adult negative. 

It also shows that if the prediction is positive, then there is 

about 57% chance that the adult is prediabetic. Also, if the 

prediction is negative, then there is about 96% chance that the 

adult is non-prediabetic. 

 

Table 11 The Performance of Logistic Regression Model 

Statistic Value 95% CI 

Sensitivity 69.19% 54.31% to 78.41% 

Specificity 94.32% 91.73% to 96.29% 

Positive Likelihood Ratio 11.83 7.79 to 17.95 

Negative Likelihood Ratio 0.35 0.24 to 0.49 

Disease prevalence (*) 10.00%  

Positive Predictive Value (*) 56.78% 46.40% to 66.61% 

Negative Predictive Value (*) 96.28% 94.79% to 97.35% 

 

 The Performance of Random Forest Model   

With an accuracy of 90%, the performance criteria show 

that the models will predict a prediabetic patient positive 

around 69% of the time. Also, it shows that the model will at 

a probability of 94% predict an a non-prediabetic adult 

negative. It also shows that if the prediction is positive, then 

there is about 55% chance that the adult is prediabetic. Also, 

if the prediction is negative, then there is about 97% chance 

that the adult is non-prediabetic. 

 

Table 12 The Performance of Random Forest Model 

Statistic Value 95% CI 

Sensitivity 68.97% 55.46% to 80.46% 

Specificity 93.72% 91.05% to 95.79% 

Positive Likelihood Ratio 10.99 7.38 to 16.36 

Negative Likelihood Ratio 0.33 0.23 to 0.49 

Disease prevalence (*) 10.00%  

Positive Predictive Value (*) 54.97% 45.05% to 64.50% 

Negative Predictive Value (*) 96.45% 94.87% to 97.56% 

 

 The Performance of SVC Model   

With an accuracy of 92%, the performance criteria show 

that the models will predict a prediabetic patient positive 

around 68% of the time. Also, it shows that the model will at 

a probability of 96% predict an a non-prediabetic adult 

negative. It also shows that if the prediction is positive, then 

there is about 63% chance that the adult is prediabetic. Also, 

if the prediction is negative, then there is about 96% chance 

that the adult is non-prediabetic. 

 

Table 13 The Performance of SVC Model 

Statistic Value 95% CI 

Sensitivity 68.06% 56.01% to 78.56% 

Specificity 95.60% 93.22% to 97.33% 

Positive Likelihood Ratio 15.47 9.70 to 24.69 

Negative Likelihood Ratio 0.33 0.24 to 0.47 

Disease prevalence (*) 10.00%  

Positive Predictive Value (*) 63.23% 51.87% to 73.29% 

Negative Predictive Value (*) 96.42% 95.05% to 97.42% 
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V. DISCUSSION 

 

The timely identification of prediabetes can 

significantly contribute to enhancing patients' quality of life 

and increasing their life expectancy. Previous research has 

mostly focused on the application of supervised algorithms in 

the development of various models for diabetes detection. 

However, there is a noticeable gap in the literature about the 

exploration of Pre-Diabetes detection (de Silva et al., 2020).  

 

Various classification approaches were implemented 

and tested using the Python Spyder Integrated Development 

Environment (IDE). The dataset was divided into two distinct 

subsets, namely the training set and the testing set. Our model 

was trained using 70% of the available data, while the 

remaining 30% was used for testing. This partitioning 

proportion was consistent for both the training and testing 

phases (Li et al., 2021). Five different models have been 

developed using supervised learning to predict prediabetic 

outcome in the adult population. 

 

The Odds Ratio table shows that Family history (OR = 

41.50), Hypertension Status (OR = 1.53), Tobacco Use (OR 

= 1.05), Alcohol Use (OR = 1.01), and Obesity (OR = 1.28) 

are factors that increase prediabetes outcome. It also shows 

that the Family history (OR = 41.50, CI = 28.69 - 60.03), 

country of residence (OR = 0.43, CI = 0.29 - 0.64) and BMI 

(OR = 1.04, CI = 1.01 - 1.07) are significantly associated with 

the outcome of prediabetes. This is in line with (Sangrós et 

al., 2018) that reported that obesity is a strong predictor of 

prediabetes, and (Hubbard et al., 2019) that reported that 

Hypertension status has a strong association with prediabetes 

status. It was found that the Family history has the strongest 

significant association with prediabetes outcome, which is 

consonance with the findings of (Wagner et al., 2013), who 

highlighted that Family History of diabetes is a very strong 

predictor for prediabetes. 

 

The Random Forest and Lasso CV showed that 

Domicile, Alcohol Use, Family History, Tobacco Use, 

Dyslipidemia, Body Mass Index (BMI), Age, Obesity, Blood 

Pressure, Hypertension Status, Country, Gender contributed 

more to the prediction of prediabetes outcome among Nigeria 

and Ghanaian adults. This is consistent with the findings of  

(Liu et al., 2021) that maintained that blood pressure is 

associated with increased pre-diabetes among U.S. 

adolescents, and (Martins et al., 2017) who found that sex and 

positive family history of diabetes mellitus, alcohol intake are 

associated with increased prediabetic outcome. 

 

The Lasso Cross Validation and the Random Forest, 

which has shown consistency in feature selection (Choi et al., 

2014), model shows that Ethnicity, Fasting Glucose, Family 

History, Alcohol use, Body Mass Index, Age, Blood Pressure, 

Domicile, Dyslipidemia and Gender are the most important 

factors for the prediction of prediabetes outcomes among 

Nigerian and Ghanaian Adults. 

 

For this study, linear kernel support vector machine 

(SVM-linear), k-NN, Naïve Bayes, Random Forest, Decision 

Tree Classifier and Logistic Regression were used for 

training the data, to predict diagnostic outcomes for pre-

diabetes outcome for the Nigerian and Ghanaian adult 

population. The evaluation of the performance of the five 

distinct models involved the assessment of various metrics 

such as precision, recall, area under curve (AUC), and F1 

score. These measures are widely recognized as standard 

performance criteria in the field (de Silva et al., 2020). 

 

In order to mitigate the issues of overfitting and 

underfitting, researchers conducted a fivefold cross-

validation procedure (Arowolo et al., 2022). The accuracy of 

our classifier refers to the frequency with which it correctly 

diagnoses whether a patient is pre-diabetic or not. Precision 

has been employed as a metric to assess the classifier's 

capacity to accurately predict positive cases of pre-diabetes. 

In our study, the metrics of recall or sensitivity are employed 

to determine the accuracy with which the classifier properly 

identifies the fraction of true positive instances of pre-

diabetes. The utilization of specificity is employed to assess 

the classifier's capacity to accurately identify individuals who 

do not have pre-diabetes. The F1 score is derived from the 

weighted mean of precision and recall, so including both 

measures into a single metric. Classifiers with an F1 score 

close to 1 are referred regarded be the most optimal ones 

(Hinton & Sejnowski, 1999). 

 

The Receiver Operating Characteristic (ROC) curve is a 

widely recognized technique utilized for visualizing the 

performance of a binary classifier system, as mentioned by 

Choi et al. (2014). The graph depicts the relationship between 

the true positive rate and the false positive rate, while the 

threshold for classifying observations into a certain category 

is adjusted. The range of the area under the curve (AUC) 

value for a classifier often falls within the interval of 0.5 to 1. 

Values below 0.50 in a given dataset imply an inability to 

differentiate between true and false due to randomness. An 

ideal classifier is characterized by a high value of the area 

under the curve (AUC), approaching 1.0. When the value 

approaches 0.5, it can be seen as being on par with random 

guessing, as noted by de Silva et al. (2020). 

 

The study found that the performance of logistic 

regression, Random Forest and Support Vector Machine is 

better than the other machine learning algorithms to classify 

Prediabetes Cases. Discrimination was high for all models, 

while Support Vector Machine model showed the 

numerically highest discrimination in criteria measures. This 

is also in concordance with (Choi et al., 2014) that reported 

the SVM being the best model for prediabetes prediction. 

 

One of the notable strengths of this study is the 

implementation of a systematic method to model comparison. 

This strategy involves utilizing the identical dataset for 

training all models. This is particularly important as the 

performance of models can vary across different contexts. By 

employing the same dataset, the study ensures the validity of 

model comparisons. The selection of tuning parameters has a 

significant impact on the model's performance. To enhance 

our models, we have conducted hyperparameter tuning using 

a well-established grid search methodology. We have 

conducted a comparative analysis of multiple machine 
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learning algorithms, specifically chosen for their 

appropriateness within our specific context. The utilization of 

a limited set of eleven predictor variables mitigates the 

potential issue of overfitting. In the context of machine 

learning algorithms, it has been proposed that a minimum of 

10 times the number of events per variable is necessary to 

attain reliable outcomes, in contrast to conventional statistical 

modeling. Understanding the effectiveness of machine 

learning models while utilizing an optimal number of 

predictors holds significant importance. It is conceivable that 

the inclusion of more variables or a larger sample size may 

enhance the discriminative capabilities of machine learning 

systems.   

 

Nevertheless, the study possesses inherent limitations. 

One disadvantage of this study pertains to the sole reliance on 

evaluating the model's performance. When making a decision 

on the most suitable model, it is important to take into account 

the factors of implementation and interpretation for practical 

purposes. 

 

VI. CONCLUSION 

 

In summary, we compared five prediction models for 

prediabetes outcome using 13 risk factors. The results 

indicated that the Random Forest, SVM and the logistic 

regression model performed best on classification accuracy, 

with the Support Vector Machine (SVC) being the most 

efficient model in predicting prediabetes outcome. This is 

rightly in concordance with (Choi et al., 2014). The objective 

of this study is to provide guidance to future researchers in 

selecting the most effective predictive models for the 

implementation of community lifestyle interventions aimed 

at reducing the prevalence of prediabetes.  

 

RECOMMENDATIONS 

 

The huge burden of prediabetes and diabetes cases in 

Nigeria represents a unique set of problems and provides the 

us with a unique opportunity in terms of potential availability 

of data. Harnessing this data using electronic medical records, 

by all physicians, can put Nigeria at the forefront of research 

in this area. Application of AI/ML would provide insights to 

our problems as well as may help us to devise tailor-made 

solutions for adult Nigerians and Ghanaians. 

 

This study hereby recommends that various EMR 

software be developed to facilitate availability of data and the 

models developed in this study be integrated into medical 

devices that will help in the prediction of prediabetes 

outcome. 
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